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Abstract

Accessibility has become a key issue in modern rugilanning. This paper aims to
identify the impact of differences in spatial acgiktity on the development of the built
environment in cities. Using a few simple acces$gindicators, it tries to map out in a
guantitative way the detailed implications of asilgiity conditions for built-up areas, on
the basis of a 25x25m grid cell approach. Thesttadil tools used are discriminant analysis
and logistic regression, followed by a GIS représeon of the empirical results for four
Dutch cities: Amsterdam, The Hague, Rotterdam, dinelcht.
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1. Aims and Scope

It is broadly recognized that the urban land usstesy and the transportation system influence
each other in a dynamic and complex manner; alré@mdseveral decades researchers from different
disciplinary backgrounds have tried to addresstmplex issue of accessibility (see, e.g., Blunden,
1971; Timmermans, 2003; Reggiani, 1998, de la B4889). The aim of the present contribution is
to analyse land use and transportation linkagesutfir the statistical correlation of empirical
aggregate indicators stemming from both fields egearch. The study is included in a wider
framework whose aim is to obtain a data-basechérsense that its parameters are calibrated on real
world data) analytical tool for spatial analysigliemakers and van der Hoorn, 2004). Such a tool
can be used to interpret, and eventually foredasstl use and transportation changes in future time
periods and under different scenarios, while takimg account their mutual interactions by means
of appropriate statistical parameters. These fetecanay support land use and transportation
planning decisions by means of assessment withehgeof indicators that are useful to understand
complex land-use transportation scenarios in a @ed communicative way.

The literature about accessibility is growing irpmntance. This rise in interest is especially the
case in recent years, during which sustainableldprent is the ‘leitmotif of much research about
land use and transportation planning. The concepteessibility is indeed one of the best ways to
integrate the mutual and complex relationships betwland use and the transportation system in
cities. But accessibility needs to be operatiordliand, consequently, in the past decades many
kinds of accessibility indicators have been prodadsehe literature. In this paper, the focus il
not on the design of new or more effective calcotet of an accessibility indicator, but rather on
stressing the relationship between accessibility @ban development. Furthermore, the dynamic
and heterogeneous nature of these complex spdi@homena calls for appropriate statistical
analyses based on a spatial and temporal contezdtiah. And therefore, the accessibility study in
this paper will be performed in a rigorous stat@stiway, choosing the four major Dutch cities as
study areas. This choice for a comparative appraaaistigated by the idea that it is interestiog t
analyse the same spatial phenomenon in differebarurcontexts, in terms of both land
use/transportation planning systems and actual nurb@velopment. Statistical analyses are
performed in this study to assess the influencacekssibility on urban development, in order to
evaluate the importance of accessibility as anamgibry variable for the development of (both
residential and industrial) built-up areas in aitie

A quick scan of the literature on the influenceaafcessibility on residential and industrial
location choice brings to light that the numbersoiid empirical studies about the impact of
accessibility on urban land use is not impressiébh, while most of them are related just to
residential location patterns. In contrast, theeeraany empirical studies considering the influence
of land use on the transportation system. Thistéichinumber of studies is explained by the
relatively low significance of accessibility chasge urban areas in developed nations and by the
empirical difficulties inherent in the estimatiof accessibility, which are related to the time lag
between transportation impacts and land use chidugelag and Pieters, 2005). Furthermore, since
the available empirical studies suggest that thkiénce of accessibility on urban residential



location choice is positive, though rather modestmpared with the impact from other
demographic, social and urban factors, it may Iltieerahard to empirically identify this relatively
small influence. Moreover, there are other methogichl issues highlighted in the literature,
notably the lack of the transferability of the rigswdue to the heterogeneity in different regions o
zones, and the ambition to include all possibldanqitory variables in one comprehensive analysis
(Zondag and Pieters, 2005).

This paper seeks to analyse the influence of atuktyson the development of built-up areas,
by focusing on the characteristics of their spaliatribution; therefore, the results of our stug
able to generate detailed localised statisticalrinftion, rather than pure statistical informatisee
also Fragkias and Seto, 2007). After a brief actofithe accessibility concept, in the present pape
some simple accessibility indicators are selectetidescribed (essentially based on the distance to
central or main facilities in the city), while netkteir relationship with the development of buiti-u
areas (as an indicator of urban development) welinvestigated. The huge amount of grid-based
data available from our cases has been organizadystematic spatial database; an integrated data
structure for subsequent analysis at differentigpatales has been set up, using a detailed kpatia
scale (grid cells of 25 by 25 metres), and storfigavailable data for different time horizons.
Appropriate statistical analyses, such as discamiranalysis and logistic regression analysis, are
then performed by means of suitable statisticaliwsot, using as dependent variables the
development of built-up areas, and as independaibles the accessibility indicators selected, as
well as some complementary land-use policy indrsat&IS is used here as an empirical spatial
mapping tool.

The following methodological steps are therefordartaken in this study:

- design of a methodology for data-based inspectfaherelationships between urban land use
and the transportation system;

- analysis of the statistical relationships betweeceasibility indicators and built-up areas for
each city under consideration;

- comparison between the various case studies, ar tmdnterpret the phenomena investigated at

a wider European scale.

The paper is organized as follows. In Section 2neoffer a brief and selective account of the
accessibility concept and some selected accesgibililicators. Next, the data structure for our
urban case studies is presented in Section 3. dtic®e4, the methodological rationale of our
applied statistical analyses is outlined, while Section 5 the outcomes are considered and
interpreted. Finally, conclusions are offered icti#m 6.

2. The Accessibility Concept

This paper focuses on the influence of accessilmlit urban built-up areas. Thus, its aim is not
to propose a new accessibility indicator, but iadtéo use a simple one in order to explore its
relationships with the built environment in citied/e will start here by providing a very concise
account of some prominent existing accessibilifidators, while referring for a wider review to



relevant publications such as Geurs and van We®4;2Beurs and Ritsema, 2001; Martellato and
Nijkamp, 1999; Reggiani, 1998; Koenig, 1980.

There are many definitions of the accessibilityaapt, as well as a great amount of accessibility
measures. Generally, there are three well-knowrragmhes for the computation of accessibility
indicators (Ettema and Timmermans, 2007; Geurs Ritsema, 2001): thénfrastructurebased
approach mainly takes into account the performaficbe transportation system; thetivity-based
approach deals with the consideration of the sipdisdribution of activities, while the most recent
utility-based approach focuses on the utility that indisid receive from accessibility to a particular
destination.

From a practical point of view, in studying and qauting accessibility measures, four different
characteristics are often recognized (Geurs andeRia, 2001; Martin and Reggiani, 2007): a
transport component related to the impedance, that is tHiertehecessary to reach a given
destination from a given origin; &End-use component dealing with the attractiveness of the
destination; dime component addressing the specific time periodhitkvthe measure concerned is
observed; and aimdividual component tied to the perception and the oppdrasnbf individuals
and therefore to the relevant socio-economic syskeasting accessibility measures involve at least
one of the first two components, while the last tigatures are present in a smaller number of
indicators. A general formulation of the accestgipihdicator applied to a region divided in N zene
is given in the following equation:

N
A= . 196Nj)xf (Cij) " 1)
WhereJ A is the accessibility of zone ¢(Wj) a function of the activitie$V in j, andf(C;) a

function of the impedancg; to reach fromj.

Several formulations of thg andf functions have been proposed in the literaturenesof them
may lead to different results on the same netwaid land use context (see Reggiani and Bucci,
2007).

Accessibility will most likely have a significanimpact on urban morphology, as distance
frictions will impact on the localisation behavioof residents and industries. From the broad range
of accessibility indicators, we select here sinfplelidean distances to the main urban centres and
infrastructure points and lines. These can be ifledsas contour activity-based measures (Geurs
and Ritsema, 2001). The advantage of these meaisutbat they are rather simple to compute,
although they do not take into account the peroeptf users of the various types of urban
infrastructure nor the way the distances are pezceibecause they do not include an opportunity
function. Nevertheless, this kind of indicator iargcularly suitable for straightforward statistica
analyses, because from a data perspective themotan many inputs and influences to take into
account, while it is possible to overcome the gdusscontroversial effect by choosing different,
more complex impedance functions.

In this paper, we address two issues in partictier:specification of the relationship between
the accessibility index used and the presence efbtlilt-up areas, and the specification of the



distance thresholds beyond which the influence hef &ccessibility of the relevant urban and
infrastructure centres becomes negligible.

The first issue is related to the specificationtie distance friction function; this may differ
according to transport mode, purpose of trip, attarestics of the households and characteristics of
the destination. Since in this study very smalbaref land are regarded as origins, and since very
small distances (in fact, spatial scales at leas Walking distances) are taken into account, ty
characteristics of the destination will be consédern order to make a distinction between the
different distance friction functions considered.

The second issue is a common one in the specifitafiaccessibility measures, in particular the
threshold value: the threshold choice is oftenlgexive one, and it may, of course, depend on the
study aims. Usually, these thresholds are seldmedstatistical surveys on commuting distances or
travel times. This is good practice in the castarfe statistical surveys on population preferences
since the maximum distance usually forms an inptd the model, based on the most accepted
distance by the population. But these surveys #ties mot available, so that one of the tasks of our
statistical analysis is the computation of the atise threshold beyond which the indicator is no
longer significant, thus obtaining an objectiveetirold, which is, of course, strongly related ® th
spatial context under consideration.

A further practical issue to be dealt with is thmice of the type (zones or raster grid cells) and
the width of the origin — destination area. Usioges has the advantage that it is possible to deal
with a small number of origins, for which is eastierhave aggregated data and official statistical
surveys at various scales, but it also has sonsddisitages, in particular the lack of information
inside the zones. Besides, the scale is fixedsantetimes administrative borders do not correspond
with the borders of the zones considered for trartapion studies. Raster representation is useful t
overcome the demarcation zone problem, but it di@eal with the choice of the scale and with data
disaggregation, usually surveyed at a zonal scae Rietveld and Bruinsma, 1998). In our case
study we were fortunate to possess detailed gebig@pinformation that allow for a fine-scaled
raster representation.

From an operational point of view, these distarges computed in our case study on Dutch
cities by considering as a destination point vagiguportant nodes of transportation facilities and
urban centres, and as an origin each 25 by 25 dancgtl used to spatially represent the study area
concerned. The transportation facilities chosere hee the regular railway stops, the Intercity
stations, the highway exits (and entrances), tinwag lines and the highway lines. We furthermore
distinguished a number of spatial variables to esent the urban context and spatial planning
regulations. These include the distance to the céwtre, for which we selected the historic
foundation point, the presence of natural barriergjor rivers) that divide the towns, and specific
zoning regulations related to noise contours omageace preservation. In Table 1 below a concise
description of the accessibility measures and othglanatory variables is provided. These
variables are used in a binomial logistic regres$io the dependent variable that indicates whether
a grid cell is built-up (1) or not (0). It shoul@ ladded that we exclude from our analyses the cells
that directly refer to the highway and railway aesince these are, by our definition, not built-up



3. The Data Structure for Different Case Studies

The four different case studies in our analyse® t@mgimilar data organization in an ESRI geo-
database: the data for the four individual Dutctiesi (Amsterdam, Rotterdam, The Hague and
Utrecht) are directly obtained from a series ofamatl data sets. The input data for each case study
represent:

- the area of interest, chosen with the criteriomhaf minimum bounding rectangle applied to
the city borders;

- the railway stations, including the Intercity stais (points);

- the highway exits (points);

- the highway lines (represented by their surfaca argolygon);

- the railway lines (polygon);

- the location of the city centre (point);

- the areas of restricted urbanization subjectetddduffer-zone open-space policy (polygon);

In order to obtain suitable data to perform outistiaal analysis, the input data are processed
uniformly and systematically, in accordance with fbllowing flow diagram (see Figure 1). In GIS
science, these schematic representations or captoigr models are common tools to describe the
spatial analysis process (Tomlin, 1990). It shdaédnoted that all data refer to 2000, except fer th
city of Utrecht, where municipality borders consitt: correspond to the year 1999, thus not taking
into account the subsequent annexation of a lavgeurban area.

Table 1. Accessibility measures and other explanatory vésabsed in the four Dutch
case studies

\Variable Name Type Measure
unit

Euclidean distance to the city centre dis_city ent |Continuous km

Euclidean distance to the nearest regular tratiosténot |dis_rail_stop_km | Continuous/Categorigah/100m

Intercity)

Euclidean distance to the nearest Intercity tréatian dis_IC stat km | Continuous/Categorika/100m|

Euclidean distance to edge of nearest highway oisl rpoly km|Continuous/Categoricétm/50m

Euclidean distance to edge of nearest railroad rails poly km | Continuous/Categorigah/50m

Euclidean distance to the nearest highway entranesit [dis_hw_ex _km Continuous/Categorigah/50m

Location in a zone of restricted urbanization scitgéd to |Bufferzone Discrete (1/0)

buffer-zone open-space policy

Location in zone of restricted urbanization subjedhe |Schiphol_infl Discrete (1/0)

Dutch National Airport Regulations Act (1996) (orfioy

Amsterdam)

Location on the Northern side of the river IJ(ofdy AdamNorth Discrete (1/0)

Amsterdam, founded on the Southern shore)

Location on Southern side of the river Rhine (dly Rot_North Discrete (0/1)

Rotterdam, founded on the Northern shore)

Note: “Categorical” means classified as individsagjments of 100 or 50 metres, from O to the tiistadce
threshold, as explained in Section 4; above thestiold, the influence is considered negligible.



As regards the dependent variable, which descrliether a cell is built-up or not (1/0), it is
derived from detailed topographical maps of thecButational topographic survey. The spatial data
represent of course the spatial-economic profilthefcities under consideration.

4. Statistical Application: Logistic Regression
This section describes the following statisticadlgses performed on our extensive data set:

1. discriminant analysisa technique to find out which of the selectedialdes is better in
discriminating between any two groups of cellsaiim case, built-up or not);

2. logistic regressiorusing all independent variables selected as agnii variables, in order to
analyse the role of each individual variable iratieh to all others.

Discriminant analysis is used to find out whichighles perform better in discriminating
between two or more groups, whereas the logisticession is used to identify the effects that a
variable has on the probability of belonging toest&in group.

The discriminant analysis applied to the independeamiables mentioned above and to the
dependent variable ‘built-up or not’ led to intdieg results: the Wilks’ Lambda test appears to be
significant, which means that a linear combinatidrihe selected variables is able to discriminate
between the two groups (built-up=1, built-up=0)eTdtandardized coefficients of the discriminant
function are interpreted considering that the highe absolute value of the coefficient, the higher
the contribution of the corresponding variablehe tegression function. The discriminant power of
an independent variable is, of course, dependenitsocorrelation with the other independent
variables.

From Table 2 we can derive that the best linearbipation that discriminates a built-up cell
from a non-built-up cell, e.g. for Amsterdam, istbhne for which the distance to the railway
polygon has the highest but negative weight, foldvby the variable that indicates the presence
within a zone of restricted urbanization (bufferepnthe distance from railway stops and IC
stations, the distance from the city centre, amddistance from the road polygon (the latter has a
negative impact). Although the other variables (#eram-North, Schiphol_infl, dis_hw_ex_km)
have positive, but weak weights, we decided to kbem as explanatory variables in our logistic
regression model. Since these are preliminary t®sitlis clear that the weight assigned to each
variable is different depending on the urban cantexler examination.

The logistic regression technique is a statistisathod commonly used in the area of social and
behavioural sciences to assess the influence @ralegharacteristics on a given phenomenon that
can be represented by means of a dichotomic (@aryirvariable (see, e.g., Fragkias and Seto,
2007). The aim of a logistic regression is the sasa linear regression, but the hypotheses at the
basis of the latter method are not satisfied ifdependent variable is dichotomic (Kleinbaum and
Klein, 2002; Christensen, 1997). Since the charesti® indicator (built-up or not) for which we
want to examine the existence of a relationshifn wie accessibility indicator is a binary variable,
the logistic regression is an appropriate statittinalysis to use.

Next, the application of the binomial logistic regsion using “built-up or not” as the dependent
variable and the nine independent variables (sd#eThH was performed. The statistical software



used to perform the analyses of our case studi&PRBS, in which data processed from a GIS

software (ESRI Arcinfo) are imported.

The results on which we will focus our attentiorthie next part of the paper are:

- the Chi-squared statistics (also known asd®Model 1) indicating the level of significance: it
tells us how good the model is, since, if the digance is close to 0, it means that one or more
b's differ from 0, although it does not specify whignes;

- the “-2loglikelihood” goodness of fit statistic ¢al known as Model Deviance or DgMells us
how bad the model is. The likelihood representspitibability of the observed results, given
the parameters estimated. Usually, the likeliha@d small number less than 1; hence, in order
to handle higher numbers it is customary to usém@s the log of the likelihood (-2LL). A
good model is one that results in a high likelihaddhe observed results. This translates into a
small value of -2LL. So if the model fits perfegtipe likelihood is 1, and -2LL is equal to O.

- the Cox and Snell R Squared and the Nagelkerke (Rr8d are indices analogous to tHe R
statistics in the linear regression: the closeRhis to 1, the better the model fits the reality.

- the classification table that describes the effecttorrect percentage predicted from the
estimated model.

- b values and exp| values that are tHe-values in the model with the interpretation ttaltofws

Table 2. Standardized Canonical Discriminant Function Coéffits

Coefficients

Amsterdam] Utrecht Rotterdan] The Hagle
Bufferzone 0.514 0.207 0.360 0.621
Schiphol_infi 0.286 -- -- --
AdamNorth 0.212 -- -- --
Rotterdam North -- - 0.030 -
Dis_rail_stop_km 0.486 0.401 0.183 -1.653
Dis_IC_stat_km 0.472 0.702 0.813 -1.715
Dis_road_poly _km -0.315 -0.680 -1.675 -2.652
Dis_rail_poly_km -0.849 -0.002 -0.163 1.872
Dis_hw_ex_km 0.154 0.358 2.013 2.996
Dis_city_centre_km 0.363 -0.137 -0.278 1.703

A logistic regression (Adler et al., 1984; Christen, 1997; Kleinbaum and Klein, 2002) aims to
analyse a linear relationship, when the standasdiragtions of a linear regression relationship
between dependent variable and independent vasiadlleh as homoschedasticity for the errors and
a normal distribution for the regression errorsesting the model significance, are not satisfeed,
is the case when working with dichotomic variablEkis approach proceeds by simply carrying out
a change in variables with respect to linear regjoes by extending the domain betweenand +
and usingobdds ratios

The first rationale on which the logistic regressis based is to predict not the probability of
occurrence of the dependent variable, ranging beivdeand 1, but the odds ratio P/(1-P), that is the
ratio between the probability of the event's ocenoe and the probability of the event’'s non-



occurrence. The odds ratio indicates how much amteis more probable with respect to its
complementary event.
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Figure 1. Data processing diagram.

Since the odds have a lower bound of 0, and arliftg®tion can have a range in the total real
number space, it is possible to eliminate it by meeaf the logarithm of the odds ratio, also known
as the logit: In(P/(1-P))=logit(Y), which rangestlveen - and + . The specific aim of a logistic
regression analysis is then to estimate the logiction.



The graphical relationships between the presentatttibns - according to the model
assumptions — imply that the logit has a sigmoiatienship with the probability, whereas the
independent variable has a linear relationship tighlogit.

Hence, when a logistic regression is performedameassuming that the following function is
able to fit our data:

In(OddgY)) = b, + ) b, %X 2
whereX is a vector representing the n independent vasalaind Y is the binary dependent variable
(built-up or not); the aim of the regression is nmwestimate thé;s (model’s coefficients) that can
reproduce the observed data. In terms of oddsstatie same relationship can be written using a
simple exponential transformation:

oddgy)=e” T =gt 1 =t o (e”i )X‘ 3)

i=1

The results of the logistic regression are theeestimates of thbs or the exg{)s, depending
on the regression function on which we are focusifge bs may be interpreted as the expected
change in the logit when the independent variableingreases by one unit. The, value,
corresponding to the constant coefficient, is thgeeted change in the logit, when all independent
variables are set to null. The elp(s the rate of increase in the odds ratio for éackeasing unit
of the independent variable. For similar interptiets refer to Xie et al., 2005.

If a multiple logistic regression is applied usimgre than one independent variable, the lexp(
values (as well ab values) cannot be regarded as the odds variatignregpect to a unit increase
of the corresponding X, because the correlatioh #ie rest of the independent variables must be
taken into account. Besides, in this case, theficait expp) (or b) related to the constant term
represents the expected logits (or odds) when ralependent variables are set to null. The
coefficient expl) (or b) related to any particular X is the expected vamabf logit (or odd) for a
unit increase of X, when all other independentalalgs are held constant.

In other words, the single in the multiple logistic regression indicates:

1. the effect of X net of the effects due tq §=1...n, i j);
2. the expected variation (in logit) for a unit incseaof X, removing the variability due to;X

(=1...n,1i j) and every relationship betweenafd X.

It should be noted that, since it is not so obvitwthink in terms of Inodds, in our interpretation
we will consider the exp], in order to take into account the expected taria in the odds ratios.
Simply using the definitions of the logistic regs&s1 method, and tHe values from the model, the
probability Prob (built-up =1) is derivable calctity Log(Odds) using the (1), and then calculating
Odds(Y) as:

OddgY) = exp(Log(OddY)) (4)

and eventually calculating the probability that ell és built-up according to the regression
applied:



OddgY)
1+0ddgY)
First, we consider the use of continuous variabldbe statistical analyses performed. Then, to
highlight that, beyond a certain threshold, a patér distance variable loses its role in signifioa
within the regression function, we decided to thst results and the significance of the model by
classifying five variables (distance from road mulg, distance from railway polygon, distance from
highway exits, distance from regular railway stogsgd distance from IC stations) as categorical
variables. This means that the specific independariable is subdivided into more than two
groups: the categorical variable is represented series of dichotomic variables that represent the
differences between groups. For example, an indbpervariable with k groups, is represented by
means of k-1 dummy variables in a k-dimensionalrimaivhose rows have 1 in a specific position
for each independent variable group, except onghef, called the ‘reference group’ that is
represented only by a ‘0’ row. Using categoricaldpendent variables, the logistic regression thus
estimates the effects on the dependent variabldl ehe independent variable with respect to the
reference group. Therefore, in this case, the aohderm represents the expected variation of the
odds ratio for the reference group, holding alleotgroups as 0; the other coefficients represemt th
variations of odds ratios passing from the refeeegroup to the group corresponding to that dummy
variable; there is no coefficient present for therall model, because the effects vary from graup t

P(Y) = p(built -up=1) = (5)

group: every exfti) is related to the reference group, that is, &rnisexpli.xi)-

Thus, we had to recode the variable by assignimmprstant value to the defined distance
intervals, choosing a distance threshold beyonahvine assume that the influence of that variable
is negligible (a hypothesis to be tested by chegkiie significance of the regression for that value
First, the recoding was made by using a step iatey/25 m and a threshold of 400m, but in this
case no meaningful differences between the subselualues for each step were found, while for
the threshold the significance was still good. Afseme trial and error tests performed on data
concerning the city of Amsterdam, a better comlidmatvas found by classifying the variables in 50
steps of 50 m and a threshold value of 2500m, kéyamrich the model significance for the three
different variables appeared to be reduced. Theestral and error” procedure was performed for
each case study, leading to the choice of diffedistance thresholds.

In the next section the results obtained will benpared by means of GIS probability maps.

5. Interpretation and Discussion of Results

Following the framework presented in the previoestion, we will present here the most
significant results (on the consequences of adaiigsifor urban built-up areas), using the output
for the software SPSS 13. The obtained outcomesbeilexplained in detail, for the four case
studies (see Tables 3 and 4).

The Chi-Squared statistics were significant forheaase study; Table 3 provides information
about the model goodness-of-fit: the -2Loglikelitios quite high, but the R-Squared is alright,
while the overall correct percentage of the predictalues is good, viz. higher than 60 per cent for

10



each case study. It is worth taking a closer lobtha obtained coefficients and to try to interpret
them in order to derive some ideas about the distéfmresholds.

Considering the constant coefficient for the city Amsterdam in the logistic regression
performed both with continuous and categorical aldds (Table 3), we see that, when all the
independent variables are 0, the probability ofifga built-up cell is 18.315 times higher than the
probability of not having a built-up cell. It is t@vorthy that considering all independent variables
equal to 0 implies, in this case, considering aoklggtical cell which is exactly in the city centte,
km away from a railway stop and from an IC statinat within the Amsterdam North zone, not
within a building restriction zone, not under timfluence of Schiphol airport, and more than 2500
metres away from a road polygon, a railway polygod highway exits.

Table 3.Model coefficients - Amsterdam

Continuous (c) and binary (b) variables

b Sig. [Exp()
dis_Adam_centre_km (c)-,107 ,000,899
dis_rail_stop_km (c) -,211 ,000,809
dis_IC_stat_km (c) -,256 ,000,774
AdamNorth (b) -,524 ,000,592
Schiphol_infl (b) -,929 ,000,395
Bufferzone (b) -1,541 ,000,214
Constant 2,908 ,00018,315

Categorical variables

Categorical Categorical Categorical

dis road poly n) [dis_rail poly m [dis hw ex m
Step b Sig |Expb) |b Sig |[Exp(®) b Sig |[Exp(b)
> 2500 m (reference group) ,000 ,00( ,000
0-50 -2,872,000[,057 |-2,428000Q,088 |,438 |,0301,550
51-100 -1,698000(,184 |-1,710000,181 |,831 |,0002,29"
101 - 150 -1,333,000(,264 |-1,565000,209 |1,016| ,0002,76%
151 — 200 -1,230,000,292 |-1,58800Q,205 |1,004| ,0002,729
201 - 250 -1,145000(,318 |-1,573000,207 |1,011| ,0002,74Y
251 -300 -1,139,000,320 |-1,63500Q,195 |[1,004| ,0q02,72%
301 -350 -1,140000(,320 |-1,639000,194 |,859 |,0002,36(
351 - 400 -1,248,000(,287 |-1,65R00Q,192 |,913 |,0002,49
401 — 450 -1,079,000(,340 |-1,60000Q,202 |,860 |,0002,364
451 — 500 -1,14§000(,317 |-1,43}000,238 |,818 |,0002,26!
501 - 550 -1,283,000(,277 |-1,33{000,264 |,865 |,0002,37}
551 — 600 -1,238000(,290 |-1,309000,270 |,865 |,0002,374
601 — 650 -1,141/,000,319 |-1,315000Q,268 |,934 |,0002,544
651 - 700 -1,163,000(,313 |-1,383000Q,251 |,945 |,0002,57
701 - 750 -1,13[f000(,321 |-1,41}00Q,242 |,897 |,0002,45
751 — 800 -1,069,000(,344 |-1,43300Q,239 |,887 |,0002,427
801 -850 -1,084000(,338 |-1,458000,234 |,915 |,0002,49%
851 —-900 -1,096/,000(,334 |-1,45R000,234 |,856 |,0002,354
901 — 950 -1,120,000,326 |-1,464000Q,231 |,693 |,0002,000
951 - 1000 -1,108000,330 |-1,348000,260 |,718 |,0002,051
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1001 - 1050 -1,141000(,320 |-1,25B000,286 |,779 |,0002,18
1051 - 1100 -1,017/,000(,362 |-1,206000,299 |,777 |,0002,171
1101 - 1150 -,910 |,000403 |-1,29{4000,275 |,789 |,0002,20}
1151 -1200 -915 ,00400 |(-1,29%000,273 |,774 |,0002,16%
1201 - 1250 -,995 1,000,370 |-1,13¢000,321 |,774 |,0002,16%
1251 - 1300 -1,060000(,346 |-1,078000,342 |,779 |,0002,18(
1301 - 1350 -1,07000(,343 |-,960| ,00B83 |,669 |,0001,95}
1351 - 1400 -1,042,,000,353 |-,879| ,00415 |,720 |,0002,054
1401 — 1450 -1,022000(,360 |-,895| ,00408 |,769 |,0002,15]
1451 - 1500 -,860 |,000,423 |-,909|,000403 |,840 |,0002,31¢
1501 - 1550 -875 ,00@17 |-,972| ,00B78 |,749 |,0002,111
1551 - 1600 -,810 ,00@45 |-,957|,00884 |,625 |,0001,86%
1601 — 1650 -,698 [,000498 |-,978| ,00876 |,562 |,0001,75]
1651 -1700 -,689 ,000602 |(-,933|,00B93 |,566 |,0001,76}
1701 -1750 -,633 |,000531 |-,968| ,00880 |,486 |,0001,624
1751 - 1800 -,527 ,008690 |-,958|,00883 |,511 |,0001,66]
1801 — 1850 -,.351 ,00004 |-,766| ,000465 |,469 |,0001,59%
1851 - 1900 -,265 |,000,767 |-,621| ,000637 |,361 |,0001,43]
1901 - 1950 -,252 ,00077 |-,573| ,000664 |,249 |,0001,28%
1951 - 2000 -,089 |,189915 |-,604|,00647 |,163 |,0151,17]
2000 - 1050 ,054 | ,41B,055 |-,682| ,00(506 |-,007|,921,993
1051 - 2100 ,114| ,086120 |-,900/ ,00107 |-,149|,024,861
2101 - 2150 ,065 |,3241,067 |-,729| ,00%483 |-,287|,000,750
2151 - 2200 ,189| ,00B208 |-,691| ,0001 |-,338|,000,713
2201 - 2250 ,261 |,0001,299 |-,568| ,00(b67 |-,382|,000,683
2251 — 2300 ,185| ,008,204 |-,328| ,000020 |-,327|,000,721
2301 — 2350 ,029| ,645,029 |-,361| ,00697 |-,426|,000,653
2351 — 2400 ,100 |,0991,105 |-,312| ,00(r32 |-,412|,000,662
2401 - 2450 ,164 | ,004,179 |-,158| ,001854 |-,532|,000,587
2451 — 2500 ,228 |,0001,256 |-,289| ,000r49 |-,355|,000,701

The independent variable “distance from the citptie® has a negativeé of -0.107, which
means that for every kilometre the Inodds decreaserate of (-0.107), whereas the &)dor that
variable is 0.899: that is, holding constant a# tther independent variables, for each kilometre
away from the centre, the probability of having wilteup cell is 0,899 times higher than the
probability of not having a built-up cell, or, ither words, the probability of having a built-udice
is 1/0.899 = 1.11 times lower than the probability not having a built-up cell. The same
interpretation must be used for the other we may draw similar inferences for the independe
variables ‘distance from railway stops’ and ‘distarfirom IC stations’, basically a type of behaviour
that we could have expected.

Concerning the other six variables, let us takaragxample the inclusion (or exclusion) in the
Amsterdam-North zone. Here, the éxXpis equal to 0.592 with a good level of significanthat is,
holding constant all the other independent varghifethe cell is included in the Amsterdam-North
zone, the probability of having a built-up cell 3592 times higher than the probability of not
having a built-up cell (or, in other words, the Ipability of having a built-up cell is 1/0.592 = 9.6
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times lower than the probability of not having altup cell) if compared with the ‘reference group’
made up of all the other cells not included in Aengam-North zone.

The same happens for the independent variableidegrthe influence of Schiphol: the ek)(
is equal to 0.395 with a good level of significant®lding constant all the other independent
variables, if the cell is under Schiphol airpoitiluence, the probability of having a built-up kisl
0.395 times higher than the probability of not Imava built-up cell if compared with the ‘reference
group’ made up of all the other cells not underi@adil airport’s influence.

Similarly, for the independent variable that représ the inclusion within a building restriction
zone, the exp) is equal to 0.214 with a fair level of significan that is, holding constant all the
other independent variables, if the cell is inchlidie a restricted zone, the probability of having a
built-up cell is 0.214 times higher than the prdligbof not having a built-up cell if compared it
the ‘reference group’ made up of all the otherscadt included in the restricted zone.

Concerning the other categorical variables, whighrmade up, for example, of 51 groups (for
the regression analyses performed assuming a tidesh2500 m), let us take as a first example the
dummy variable related to the distance from a malggon: the ex{f) value for the first group
(that is the group of all cells with a distancenfresoad polygon between 0 and 50 m) is equal to
0.057 with a good level of significance. This me#rat, holding constant all the other independent
variables, if the cell is included in this groupetprobability of having a built-up cell is 0.05més
higher than the probability of not having a buitt-cell, if compared to the ‘reference group’ made
up of all the other cells that have a distancén¢orbad polygon of over 2500 metres.

The same holds for all other variable groups inetuéh this dummy variable: we see that, for
each group of 50 metres, holding constant all ttieeroindependent variables, the variation of
probability of having a built-up cell as opposectd having one is always higher than the previous
group; if compared with the ‘reference group’, thibe coefficients are slightly unstable between
350 m and 500 m, but they rise again till 2000 mwhich case the significance is no longer good:
beyond this threshold the variable is no longee abl explain the dependent variable. The same
behaviour is found by looking at the elp(coefficients of the independent variable ‘dis@fiom
railway polygon’, with the difference that thereaiggood level of significance up till 2450 metres.

The independent variable ‘distance from highwaysexias the same interpretation, but we find
some differences in the figures. First of all, &xp©)s are all higher than 1 or very close to 1, while
for figures approaching 1, the result does not shasatisfactory significance. For the latter group
therefore, there are no significant differencedwispect to the reference group (the group with a
distance from the highway exits exceeding 2500 esgtrwhereas for those groups of cells at a
distance 0 to 2000 metres from highway exits, tigmiicant expp) around 2 means that the
probability of having a built-up cell is 2 timesghier than the probability of not having a built-up
cell. This sounds plausible, since it is unlikehatthere will be a built-up cell immediately clase
a highway exit, whereas it is conceivable thatvégtifunctions may be located almost near a
highway exit, and certainly not very far away.

Thus we expect to have ekp(lower than 1 for the variables bufferzone, Amgéen North,
Schiphol influence, Rotterdam North; lower thanut increasing with the distance when categorical
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for the variables railway polygon and road polygiistances; higher than 1 initially increasing then
decreasing for the variables highway exits andveiland IC stations distances.

The statistical results are shown in the followtliggrams in figure 2 by means of the dXp(
coefficient and the three categorical variablesexgsected, the first two are for lower distances le
than 1, and then globally increasing, meaning that probability al having a built-up cell as
opposed to not having it is higher far from a r@ad railway polygon. For the third variable the
trend is different, the coefficients are generatigre than 1, first increasing, then decreasing with
the distance. The only deviations from this treaggen to the variable distance from the railway
polygon for the city of Rotterdam, which may be dese the railway polygon is included deep in
the city, and the variable ‘distance from highwayit® for the city of The Hague that is not
decreasing but stable with the distance: far froighway exits there is no difference for the
probability of having a built-up cell as opposecdhtt having it. This is understandable if we look a
the city map: most of the city is developed fanirbighway exits, that are not central at all.

In the diagrams below the vertical lines with ttsame colour as the series correspond to the
threshold beyond which the influence of that vdgabn the accessibility could be considered
negligible, as Table 6 will specify.

An overview will now be provided of the various nebatoefficients of the logistic regression
performed with all continuous variables for the rfotase studies and the indication of the
accessibility threshold found, along with the inpuep of each case study and the final probability
map.

While Table 4 tell us about the goodness of fithef model, the probability maps in Figures 3-6
describe the probability that each cell is built-agcording to the model prediction, taking into
account therefore each of the independent varialblaisle 5 describes the coefficients derived from
the logistic regression using only the continuoasables, whose values are the ones we expected.

Table 4. Summary of goodness-of-fit statistics of the ldgistegression (continuous
variables only)

Statistics Case study

Amsterdam |Utrecht |Rotterdam The Hague
-2 Loglikelihood 379255 138923 | 653391 230893
Cox & Snell R Squared 0.147 0.179 0.107 0.123
Nagelkerke R Squared 0.205 0.244 0.158 0.165
Overall correct model percentagd72.1 71.8 74.5 62.7

From Table 6 we see that the larger the study #neabigger the threshold value for each type
of infrastructure. Comparing the input maps, we alo see that the number, the location and the
distribution of the infrastructures are parametetsch can explain the differences between the
thresholds: remarkable differences can be obsdreteen the case study of Utrecht (for which
anyway the distance from the railway polygon isnido be a non-significant explanatory variable),
which has a small but uniformly distributed centtad the city of Rotterdam, whose big threshold
values are due to the large size of the area coedeand to the particular distribution of the
infrastructures.
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Figure 2. Trend of expf) with distance for the three categorical variables
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The probability maps shown in Figures 3-6 are usddcilitate the interpretation of the results
originating from the model coefficients: in eachpnaomparing them with the input variable maps,
and in particular with the buildings, we can ses the actual localization of the built-up areas ca
be considered to be predicted well by the model.
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Table 5. Summary of the logistic regression coefficientanfgwious variables only)

Amsterdam  JUtrecht Rotterdam The Hague

VARIABLES b Exp b) [b ExpD) b Exp(®) |b Exp(b)
Bufferzone -1.672|0.188 |-0.80[D.449 |-2.3540.095 |-1.7770.169
dis_rail stop km |-0.2590.772 |-0.31®.730 |-0.1210.886 | 0.7142.042
dis_IC_stat_ km |-0.2720.762 |-0.74p.474 |-0.1220.885 | 0.6281.874
dis_road_poly_km]0.438|1.550 | 0.504.656 | 0.328 1.388| 0.922.514
dis_rail_poly_km |0.560(1.750 | -0.060.942 | 0.165 1.179| -0.78Q2.457
dis_hw_ex_km -0.318/0.727 |-0.08jp.917 |-0.4980.608 |-0.9960.369
dis_city_centre_knf-0.1060.899 | 0.289.335 |-0.0571.058 |-0.6110.543
Schiphol_infl -0.7750.461 |-- -- -- -- -- --
AdamNorth -0.423/0.655 |-- -- -- -- -- -
RotterdamNorth |- -- -- -- -0.1970.821 | -- --
Constant 0.844 [2.325 | 1.546.692 |0.282| 1.325| 0.974 2.64%

Table 6. Estimated distance thresholds compared with theneéxif the built-up areas

Amsterdam JUtrecht Rotterdam |The Hague
built-up areas extent 70.216 kA [28.929 kA [103.105 ki [54.913 km
total area of interest* 224 knt 80.99 km 408.233 ki |116.970 km
road polygon threshold 2000 m 1000 m 4000 m 1200 m
railway polygon threshold [2500 m not significanp 4500 m 3600 m
highway exits threshold  |2000 m 500 m 4000 m 300

*For the cities of Rotterdam and The Hague thd ttea of interest does not consider the no ddts. ce

6. Retrospect and Prospect

The first aim of this study was to quantitativekp&in the presence of actual built-up areas and
their spatial position in the city by means of agibility indicators and a limited set of other sgla
variables. The probability maps and the model ¢oieffits reported in the previous section show
that by means of our logistic model, we are ablgedperate localized probability predictions of the
presence of built-up areas, which explains theagtattern with a rather good level of significance
We found that, by means of the discriminant analydiat the order of importance of the selected
variables in explaining built-up areas as follovisst the distance from the city centre, then the
presence of planning or environmental constrafotiywed by the proximity of railway stations and
highway exits. These findings are no doubt highglevant for urban, environmental and
transportation planning.

The second aim was to find a quantitative and siiemethodology to define the threshold of
influence of different types of infrastructure dwetloss of significance of the relevant categorical
variables with increasing distances. We found thatmethodology proposed appears to be a useful
and reliable tool to assess these thresholds. Btaéned results are different, depending on the typ
of infrastructure and the urban space, and espedalthe size of the area of interest. This is the
size of the minimum bounding rectangle of the mipaility borders, very close to the size of the
town itself. The finding confirms our expectatioasd can be related, for example, to the studies

16



about the influence of transportation infrastruesuon land prices: for example, the impact of the
railway is found to have a declining influence wikie distance, up to 10,000 km (Debrezion, 2006).
These outcomes also offer useful input to othedistuthat deal with the modelling of future land-
use patterns and rely on accessibility indicatordefine the suitability for specific land-use tgpe
(Koomen et al., 2007).

Another issue to be explicitty mentioned here iattlour experiments do not provide a
comprehensive study, since they focus only on urbsinicts at a detailed scale, while neglecting
rural areas and differences between, for exampldential or service-oriented built-up areas in
cities. Moreover, many other variables might be sidered as explanatory factors for the
localization of built-up areas (in particular, sme&iconomic variables or zoning regulations).
Furthermore, we used as an accessibility indicamty Euclidean distances at a spatial scale of 25m
by 25m; further experiments using real or weightetiwork distances, or different measures of
accessibility, may be useful in order to take iatwcount, for example, the influence of travel
behaviour on urban shape (Geurs et al., 2006).

There is also the fundamental issue of the datardperability to be highlighted: without
interoperability between different software, theation and the processing weight of the analyses
would have been very high. All the results wouldéhaot been observed without the flexibility and
the interoperability between different software Iswas GIS and statistical ones: these modern
software tools can be of great help to knowledgeedaurban and transportation planning.

It should also be stressed that, to perform meéulirsgatistical analyses on the transportation
and land-use systems it is important to collecadatd systematically monitor them. The statistical
analyses under study are meaningful only if thera good sample of data on which perform them.
This consideration is clear if we look at the catedy of The Hague, for example, for which the
influence of highway exits is not significant siritere are no data on highway exits in the cite (se
the grey areas in Figure 5 on the outskirts of Flague). This contribution is part of the larger ypod
of research that tries to explain the relationshipsveen the land use and transportation system: it
only gives a methodology able to deal with problesush as the choice of accessibility threshold,
but more study is needed to highlight the dynamiationships between these two systems.

Starting from the simple indicators selected, éhiurresearch subject could, for example, be the
investigation of the same relationships but chapdgifferent time periods, for the built-up are
dependent variable and the infrastructures andt@nts variables, in order to consider the well-
known chicken-egg problem: does infrastructure @&xplrbanization, or does it merely follow? In
this context, the impact of urban planning haseertentioned as well.

Complex land use/transportation models have bedlh inurecent decades to answer this
question in a detailed manner (Geurs et al., 20@ke quantitative analyses could be useful in
order to screen at a higher and macro-level whiehtlle most meaningful variables to take into
account and the direction of relationships. Evdituat would be interesting to use the same
methodology to investigate this relationship fonest major European cities, in order to place these
findings in an international context.
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Legend: Input variables
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Figure 6. Study area and probability map — Den Haag
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