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Abstract. In a recent paper Czamanski and Roth (2011 Annuls of  Regional Science 46 101–

118) demonstrated that, because the profi tability of  construction projects is infl uenced 

by variations in the time incidence of  costs and revenues, despite  declining willingness 

to pay and land gradients with distance from central business districts, profi tability can 

experience local maxima away from urban centers. The time until the realization of  

revenues was termed ‘characteristic time’. Its size is the result of  planning polices and can 

lead to leapfrogging and scattered development, especially when interest rates are low or 

negligible. We explained this result by modeling the simple behavior of  developers in the 

context of  a single linear city. In this paper we consider the case of  two municipalities 

with diff erent development policies and characteristic time functions. We explore local 

maxima in profi tability, typical of  disequilibrium situations, especially during periods 

when cities are growing. Myopic assumptions, in the sense that each city is interested only 

in what happens on its side of  the municipal boundary, can easily lead to unintended 

leapfrogging. Competition between cities can result in intentional leapfrogging or in 

spatially concentrated development, depending on the policy objectives. We extend the 

analysis further and consider qualitatively diff erent cities that give rise to diff erent gravity-

type forces and diff erences in willingness to pay. The demand and supply sides of  the 

building market are integrated into the model. The additional considerations can lead to 

various patterns of  scattered development capable of  explaining the spatial structure of  

metropolitan areas.
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1 Introduction
Urban spatial development is the subject of many books and hundreds of papers. In simple 
Alonso-type models (Alonso, 1964; Fujita, 1989; Mills, 1967) people and activities that 
agglomerate in cities to benefi t from mutual proximity compete for space and locations 
(Duranton and Puga, 2004; Zenou, 2009). Preferences are represented by a demand for 
geographic locations in relation to city centers. The winners are willing and able to pay more 
than others for this proximity. As a result land rents at the city centers should be high and 
should decline from this location outwards. We should observe monotonically decreasing 
land rents and density as the distance from the urban centers increases. 

Empirical tests of these models utilized crude tools and averaged data to estimate rent 
gradients, and decreasing exponential functions to depict urban spatial structure (Alperovich 
and Deutsch, 2000). The resulting empirical regularity is true only at the crudest resolution. 
Even casual empiricism suggests that at a fi ner resolution the evidence is quite different. There 
is a growing body of evidence that urban spatial dynamics are discontinuous in space and 
nonuniform in time (Benguigui and Czamanski, 2004; Benguigui et al, 2000; 2001a; 2001b; 
2004; 2006). The evidence suggests that in each period there is a proportional addition of 
buildings in each height category. The fi ndings indicate a seemingly random spatial dynamics 
of high-rise buildings (Benguigui et al, 2008). 
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It is noteworthy that the classical models focused only on the demand side of the market. 
The vast majority of the various elaborations and applications ignored the supply side, the 
considerations of planners and developers, and the characteristics of locations. The classical 
models assumed homogeneity of consumers and of producers except for one parameter—the 
consumers’ willingness to pay (WTP) for proximity to the urban center, or secondary centers 
in the urban space. 

If the elasticity of the demand functions was low relative to the elasticity of the supply, 
then the responsiveness of the quantities of buildings to changes in demand parameters would 
be high. This is not the case in typical real-estate markets and defi nitely not the case in the 
high-rise buildings market. In these markets there are many consumers and very few suppliers 
or developers. The infl uence of the consumers on quantity and prices is low and therefore 
the aggregate demand curve is very fl at and elastic. The supply curve is much less elastic. 
These market conditions yield high dependence on the supply side and its characteristics. 
Uncertainties of supply, which represents the behavior of developers and planners, can 
cause high and unexpected fl uctuations in the quantity of high-rise buildings. This in turn 
can infl uence and support random statistical and spatial processes. There is a need for an 
alternative approach that can explain the basic factors responsible to these uncertainties.

Following the seminal paper by Krugman (1991) and the birth of new economic 
geography, uneven spatial development became an object of renewed and intensive interest. 
Spatial evolution has been studied at a variety of scales. At each scale it is related to different 
agglomeration forces that create spatial inequality. According to Fujita and Thisse (2008, 
page 109) the underpinning forces are often the result of “strong tensions between different 
political bodies or jurisdictions.” The jurisdictions create the rules of the playing fi eld within 
which preferences of individuals lead to decisions and create spatial order. In the urban 
context, the land market constitutes the playing fi eld. It serves to allocate both economic 
agents and activities across space.

In this research we follow Henderson and Venables (2008) and argue that developers 
consider the preferences of consumers and that the behavior of builders determines the 
spatial structure of cities. This behavior can refl ect various objective functions and spatial 
conditions within which the decisions are made. Following Czamanski and Roth (2011) we 
present a simple model of the behavior of developers. We then study the repercussions of the 
developers’ behavior for the spatial structure of cities under various assumptions concerning 
the environments within which their decisions are made. 

In a companion paper we discussed the case of two adjacent jurisdictions, each with 
its own characteristic time function, myopic behavior of planners, and lack of rivalry 
among the jurisdictions (Broitman and Czamanski, 2011). We now extend this theoretical 
framework. We study both the supply and demand sides of the housing market within a linear 
space bounded by two qualitatively different cities. The supply side is represented by the 
developer’s behavior, infl uenced by planning regulations, and the demand side is expressed 
by the willingness to pay for a house as a function of the gravity-type forces.

In section 2 we present the motivation for the analyses that follow by means of data for 
Tel Aviv indicating an urban structure that is discontinuous in space and nonuniform in time. 
In section 3 we present the basic model of developers’ behavior, explore the consequences 
of different developers’ strategies, and describe the case of two neighboring, similar cities. 
In section 4 we describe the case of two qualitatively different neighboring cities without 
competition. In section 5 we present the case of competition among unequal cities. Some 
conclusions follow in the fi nal section.
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Figure 1. Distribution of all building heights in Tel Aviv. (a) 1972; (b) 1986; (a) 2003.
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Figure 2. Scaled height-distribution curves for all heights of buildings in Tel Aviv in 1972, 1986, 2003.
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2 The 3D structure of Tel Aviv
Tel Aviv is the second biggest city in Israel and is part of a large metropolitan area (Gush 
Dan) that consists of a number of big municipalities. The initial development of Tel Aviv 
took place in the early years of the 20th century. Until the 1970s Tel Aviv was a fl at city with 
very few high-rise buildings. In the 1970s, 1980s, and mainly at the end of the 1990s a large 
number of high-rise buildings appeared.

Using GIS data of building layers for the years 1972, 1986, and 2003 and a defi nition of 
high-rise buildings as buildings with height 25H  m we found evidence for the assertion that 
the Tel Aviv urban spatial dynamics are discontinuous in space and nonuniform in time. We 
found that in each year there is a proportional addition of buildings in each height category, 
indicating a seemingly random dynamics of high-rise buildings.

In each of the three years the distribution of all building heights displays twin peaks, 
and a moderate tendency for the relative number of low buildings to decrease as a function 
of time (Roth, 2009). This can be seen in the histograms for the three years presented in 
fi gure  1. While the general shape of the height histograms remained unchanged during the 
three years, there is signifi cant horizontal movement representing the transition to taller 
buildings in Tel Aviv (see fi gure  2). The fi gure consists of three distribution curves for all 
heights scaled according to the frequency axis. The curves display two local maxima and one 
local minimum:

We studied the spatial dynamics of building heights in Tel Aviv using a grid of cells 
(Golan, 2009). For each cell we calculated the average height of buildings. Figure  3 illustrates 
this classifi cation according to fi ve natural intervals. Based on a number of clustering 
tests we found only weak and weakening evidence for clustering of high-rise buildings. 
Thus, the ‘average nearest neighbor’ (ANN) clustering measure (Clark and Evans, 1954) 
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displays monotonic increase and weakening of the clustering of high-rise property over 
time (ANN = 0.31 in 1972, 0.36 in 1986, and 0.39 in 2003). Similar results were obtained 
using the Moran index (MI) (Moran, 1950), showing a positive tendency to cluster, weakly 
autocorrelated due to the spatial heterogeneity of the heights (MI = 0.03 in 1972, 0.07 in 
1986, and 0.04 in 2003).

In conclusion, the evolution of the city is comprised of two interrelated processes: the 
time evolution of heights and their spatial spread. Both processes do not accord well with 
Alonso-type models. 

3 Developers’ behavior, characteristic time, and similar cities
At the heart of our approach is a simple conception of land developers’ behavior and of the 
environment within which they function. We assume a linear city. Figure  4 presents the stylized 
facts. The central business district (CBD) of one city A is at xA, and that of another city B is at 
xB. The boundary between the two cities is at xL. We begin with the case of one city, city A. The 
developers’ problem is to fi nd an optimal location x* and optimal height h* that leads to profi t 
maximization. The developer’s objective function (Czamanski and Roth, 2011) is:

( ) ( , ) (1 ) ( ) ( ) ,imize FV t I x h C h P x hx= =- - +max r+ x

,x h
   (1)

such that

( , )x hx x=  , 

where x  is the characteristic time and accounts for the time from the moment of acquisition 
of property rights by a developer until the realization of returns. I(x, h) represents the land 
price as a function of location x and building rights expressed as height of buildings, h. 
The discount rate is r. The overnight building cost is a function of building height and is 
expressed as C. Finally, P(x) is the WTP of buyers at location x. 

Low buildings (< 25 m)
High-rise buildings (> 25 m)

(a) (b) (c)

Figure 3. The dynamics of heights in Tel Aviv: (a) 1972; (b) 1986; (c) 2003.
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xA = 0 D xL xB

Figure 4. The spatial structure of linear cities.
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Analyzing the fi rst-order conditions for the optimal location and height in the single-city 
model, Czamanski and Roth (2011) arrived at the following conclusions:
(1) Leapfrogging of heights occurs when

0, 0, 0and and therefore
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In this  case the optimal height does not depend on the distance from the CBD.
(4) If, / 0x*2 2 2x  then the sign of /2xh*2  in equation (2) is not clear and the condition for a 
positive derivative that can lead to leapfrogging is a very low interest rate, such as may occur 
during periods of recession.
(5) If ( / ) 0x*2 2 1x  it can be shown that / ) 02 2x( h*2  and therefore
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In this case, h* is a decreasing function of the distance from the CBD. As in the previous case, 
leapfrogging is possible only when the interest rate is negligible.

The optimal location model analyzes a single developer’s choice and assumes implicitly 
that this represents an average behavior. In order to test the implications of different 
developers’ behavior, a simple agent-based model was created, simulating land purchasing 
and development activities in the context of a single city. If all the developers were 
constrained to choose only profi table locations with low characteristic time, an Alonso-type 
city emerges, as shown in fi gure  5(a). Grey cells represent undeveloped sites. Dark cells 
represent intensively developed areas.

Figure 5. Two-dimensional city model with homogenous developers (a) and speculative behavior 
allowed (b).

(a) (b)
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With the help of the same model we study the repercussions when developers are allowed 
to speculate, purchasing land parcels with very high characteristic time. They benefi t from 
low land costs that refl ect the fact that development will not be allowed easily and it will 
take place after long waiting times. On the other hand, as more of such locations are being 
purchased, pressure rises on the planning authorities to allow development in those marginal 
sites. If fl exible planning policies are introduced into the model, the characteristic time can 
be lowered in zones where several parcels are waiting for development. If this happens, 
the speculative developers take advantage of a disequilibrium situation and build high-rise 
buildings exploiting the gap between high willingness to pay and cheap land. Later, other 
developers are attracted to the zone by the lowered characteristic time, but then the gap 
between costs and revenues shrinks. This type of situation leads to the creation of subcenters 
far from the initial CBD. The speculative developers act as the workhorses leading to the 
emergence of a new subcenter. Should they succeed in changing the planning policy in 
that zone others follow them. A typical result is shown in fi gure 5(b). In this case several 
subcenters, each with Alonso-type structure, emerge.

However, the rudimentary model that is the basis of this paper is enough to illustrate 
that even if only an average developer is assumed, interaction between two cities and 
their respective planning policies are conducive to several cases of leapfrogging, scattered 
development, or subcenter creation.

In the case of two cities, the CBD of city B is located at xB. xL is the administrative 
boundary between the two municipal areas, A and B (see fi gure 4). For the present purpose 
the location of this boundary is insignifi cant. It is assumed that it was defi ned as part of an 
historical, political process. The segment (xL–xA) and the segment (xB–xL) are not necessarily 
equal.

In each municipality the characteristic time is determined by an independent planning 
authority. We presume that in a Tiebout-style world (Tiebout, 1956), each planning authority 
refl ects the preferences of its self-selected residents. The characteristic time in each municipality 
pertains only to its own territory. As in the single municipality case, x is a function of the distance 
from the respective CBD. It is also a function of the intensity of the proposed development. 
Thus, it is an increasing function of building height. In other words:

( , ),
( , ), [ , ],

( , ), ( , ].

if

if
x h

x h x x x

x h x x x

A
A L

B
L B

!

!
x x

x

x
= )   (3)

It is assumed that the developers have precise information about the characteristic time 
at each location over the segment [xA, xB]. Various situations may occur, refl ecting all the 
possible combinations of A

xx  and B
xx  (positive, negative, or zero functions). Assuming myopic 

behavior (in the sense that each municipality defi nes the characteristic time in its respective 
area of infl uence independently) or full awareness lead to much more diverse scenarios.

Those scenarios were analyzed elsewhere (see Broitman and Czamanski, 2011) for the 
case of similar cities and restricted to the developer’s behavior under different characteristic 
times. There the demand side was not included in the model. The conclusions were that 
myopic assumptions can easily lead to unintended leapfrogging, whereas competition 
between the cities, including the case that each city takes into consideration processes in the 
entire region, can result in intentional leapfrogging or in spatially concentrated development, 
depending on the policy objectives of the authorities. Additional scenarios of collaboration 
between authorities with different goals are also feasible. 
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4 Dissimilar cities—no competition
We assume that cities A and B are qualitatively different, in terms of population, size, and 
purchase power. A is assumed to be a developed city, with high population (at least one 
order of magnitude greater than B’s population), and consequently offering diverse urban 
economic, social, and cultural amenities (employment, manufacturing, and business as well 
as consumer facilities and educational options). B is assumed to be a small city, much less 
populated than A and offering a narrow spectrum of urban amenities, but maybe offering 
better country-side amenities than A (open spaces, less agglomeration). Furthermore, it is 
assumed that A and B are located at a commuting distance from each other, meaning that it 
is possible to live in B and work and consume cultural products at A.

From a consumer’s point of view, the WTP for a house in this linear model is mainly a 
function of the distance from the main CBD as assumed by monocentric and multicentric 
urban models (Alonso, 1964; Mills, 1967; Muth, 1969; Wheaton, 1982). Since the linear 
space is bounded by two business districts, each exerts an attraction that operates along the 
entire [xA, xB] segment. The strongest attraction forces operate on the edges themselves, 
being much more powerful in relation to the CBD of A, since A is the bigger city. Along 
the [xA, xB] segment they are expected to decrease as the distance from A increases (Osland, 
2008; Osland and Thorsen, 2005). B’s attraction force eventually rises as the proximity to 
the CBD of B increases. The WTP for housing is assumed to be the emerging result of those 
gravity forces, and its graph is sketched in fi gure  6. 

In order to facilitate the discussion in what follows, the developers’ objective function 
defi ned in equation (1) is redefi ned as a simpler revenue-minus-cost function. The fi rst 
component in the function is ( , ) (1 )I x h r+ x .The initial investment (I ) is assumed to be a 
decreasing function of x, and an increasing function of h. The characteristic time increases 
the investment component since it imposes a waiting interest on it. The characteristic time 
can be an increasing or decreasing function of x, and is an increasing function of h. The 
investment cost is augmented if 0x 2x  and diminishing if 0x 1x .

The second component C(h) is the overnight cost, an increasing function of the building 
height(C 0h 2 ). Moreover, its slope tends to increase (its second derivative C 0hh 2 ). This 
is because building a marginal fl oor should be more expensive than building the previous 
one (otherwise the result is always an optimal infi nite height). The last component is the 
developers’ revenue, namely P(x)h, or the WTP for a house at location x, times the number of 
fl oors. A developer will build an additional fl oor until ( 1) ( ) ( )C h C h P x+ - = .

Although the initial investment is an increasing function of h, it is assumed to be 
negligible compared with the marginal fl oor building cost. Therefore, the height parameter 

xA= 0
City A Boundary 

between 
authorities

City B
xL

WTP

Pr
ic

e Price

xLWTP xB

Figure 6. Willingness to pay (WTP) for housing in the linear model. LWTP = least WTP.
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itself is simplifi ed to be proportional to the WTP.(1) This simplifi cation allows us to defi ne a 
developer cost function CD(x) depending on x only. The characteristic time is embedded in it, 
raising it when 0x 2x  or diminishing if 0x 1x .

If a particular fi xed height (h = K) is assumed for the analysis, the building costs are 
fi xed and can be ignored since they are the same for each location. Using the following 
substitutions

( ) ( )(1 )C x I x rD- =- + x  ,  (4)

such that

[ ( )]C C xD D x=  , 

( ) ( )WP x K x=  ,  (5)

(W = willingness to pay). The developer’s profi t objective function defi ned in equation (1) 
was simplifi ed as

eimiz ( ) ( ) ,

[ , ]

max C x W x

x x x

D

A B!

r =- +  ,  (6)

such that

[ ( )]C C xD D x=  .

The new objective function r  defi ned in equation (6) can be visualized as the difference 
between the developer’s cost function and the WTP along the [xA, xB] segment as in fi gure  7.

The assumption that 0A
xx =  and 0B

xx =  means that planning policies are place 
independent in the case of both cities. In other words, in each city characteristic time does not 
depend on location, nor is it dependent on the optimal height of proposed building projects. 
The developer’s decision concerning where and at what intensity to build is not infl uenced 
by characteristic time imposed by the municipalities (since it is the same at each location). 
Clearly, in this case, the maximization problem is solved at CBD A, because the WTP is 
greatest.

In this case the regional development will follow the pattern depicted in fi gure  8. First, 
all the available sites will be developed from CBD A outwards to x1 (arrow 1). In a second 
phase, the segments [x1, xLWTP] and [xLWTP , xB] will be developed intermittently according 
to the slope of the WTP function (following arrows 2 and 3), fi nishing in xLWTP only when 
running out of space.

(1) Another way to look at our simplifi cation is to assume that we are considering the profi tability of a 
single building of a particular height at different locations.

xA= 0

WTP

Pr
ic

e

Price

CD

City A Boundary 
between 
authorities

City B

xL xLWTP xB

Figure 7. Willingness to pay (WTP) and developer costs (CD) in the linear model. LWTP = least WTP.
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A different scenario arises when one municipality implements a constant characteristic 
time policy, and the other implements either an increasing or decreasing characteristic time as 
a function of the distance from the CBD. If the developed city A wishes to avoid leapfrogging 
(and therefore in its territory 0A

x 2x ), while in city B area 0B
xx = ; the result may be an 

undeveloped gap (as segment [x1, xL]in fi gure  9). This is because A’s policy increases the 
developer’s costs, but only until A’s administrative boundary (xL). In this case, A’s myopic 
behavior can lead to an outcome opposite to that originally intended—scattered development 
arising beyond its municipal boundary.

If A implements a policy aimed at spreading its development, for reasons such as 
excessive agglomeration in its CBD, then 0A

x 1x , and the results will be according to 
A’s policy. However, this policy can lead to an unintended overdevelopment of B. If 
developers’ profi t in A’s CBD diminishes enough, the highest profi ts can be achieved in 
B’s CBD. Again, myopic behavior can lead to unexpected results, unless the policy is 
coordinated between both municipalities and the outcome is welcomed by both. Figure  10 
describes this scenario.

Inversely, an increasing characteristic time implemented by the smaller city B, may lead to 
a concentrated development in A’s territory. If 0B

x 2x  and no specifi c policy is implemented 
by A ( 0A

xx = ), development can be severely restrained on [xL, xB], as can be seen in fi gure  11. 
On the other hand, if the policy implemented by city B is the opposite ( 0B

x 1x ) the result is 
an incentive to leapfrogging development in segment [xL, xB], as depicted in fi gure  12.

Since the willingness to pay near the big city is greater than in any other place in the 
linear model, increasing development costs in B’s territory near the administrative border 
will restrain development to segment [xA, xL] (fi gure 11). On the other hand, increasing 
development costs in B’s center may be an incentive to develop the border zone in B’s area. 

1

Pr
ic

e

City A Boundary 
between 
authorities

City B
xA= 0 xLx1 xLWTP xB

WTP

CD

21 3

Price

Figure 8. Willingness to pay (WTP) and constant characteristic scenario. CD = developing costs. 
LWTP = least WTP.

City A Boundary 
between 
authorities

City B
xA= 0 xLx1 xLWTP xB

WTP

CDPr
ic

e

Price

Figure 9. No competition, 0
A
x 2x  and 0B

xx = . (See text and earlier fi gures for defi nitions.)
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Whether or not it is a desirable outcome depends on the big city’s development policies and 
goals. Again, a myopic behavior (in this case by city B) can lead to unexpected outcomes on 
the other side.

5 Competition among dissimilar cities
In this section we assume that the qualitatively different two cities are in rivalry. If the 
development policies of the municipalities are similar, they will compete in order to pursue 
their goals. If an urban concentration policy is defi ned by both municipalities, then both 

0A
x 2x  in [xA, xL] and 0B

x 2x  in [xL, xB], in order to discourage development far from the 
respective CBDs, raising costs as the distance increases. In this case the respective cost and 
WTP curves will look as in fi gure  13. Development is profi table mainly in areas near the big 
city CBD and, as a second option, in areas near the small city CBD, where development in 
the hinterland in strongly discouraged.

City A Boundary 
between 
authorities

City B
xA= 0 xL xLWTP xB

WTP

CDPr
ic

e

Price

Figure 10. No competition, 0
A
x 2x  and 0B

xx = . (See text and earlier fi gures for defi nitions.)

City A Boundary 
between 
authorities

City B
xA= 0 xL xLWTP xB

WTP

CD CDPr
ic

e

Price

Figure 11. No competition, 0x
B 2x  and 0A

xx = . (See text and earlier fi gures for defi nitions.)

City A Boundary 
between 
authorities

City B
xA= 0 xL xLWTP xB

WTP

CD CDPr
ic

e

Price

Figure 12. No competition, 0x
B 2x  and 0A

xx = . (See text and earlier fi gures for defi nitions.)
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If we assume that other policies are adopted by both municipalities, for example, spreading 
the development far from the respective CBDs, then both 0A

x 1x  in [xA, xL] and 0B
x 1x  in 

[xL, xB]. The effects of decreasing characteristic time with the distance from the center on the 
cost function are twofold: raising the cost near the CBDs and lowering it in the hinterland, 
as seen in fi gure  14.

Though the development-spreading goal can be achieved from the point of view of 
both municipalities, potential confl icts can still arise due to the mismatch between the 
administrative boundary and the point where the WTP is lowest (in other words, due to 
the mismatch between the economic attraction of city A and the territorial arrangements). 
Development in the segment [xL, xLWTP], despite being welcomed by both municipalities, 
contributes (via property taxes, for example) much more for city B than for city A. In that 
segment a new building is constructed because of A’s attraction force, but B benefi ts from the 
outcome (assuming that both see leapfrogging as a positive result).

If the cities’ development policies differ, while assuming that both municipalities are 
aware of the tendencies and processes occurring in the entire [xA, xB] segment, different 
confl icts can occur, depending on the location of the administrative boundary, the relative 
economic strength of the cities, and the extent of cooperation or competition between them.

If the big city A is willing to spread its development outwards, it can implement a 
characteristic time that encourages developers to build far from the center ( 0A

x 1x ), but 
only in segment [xA, xL]. At the same time, city B is willing to conserve its open space and 
therefore implements a restrictive policy ( 0B

x 2x ) in [xL, xB], affecting the cost function, as 
can be seen in fi gure  15.

Under these conditions the A border side (left of xL) is expected to develop faster and 
create a leapfrogging pattern in A’s territory. Across the border and as far as city B’s edge, 

City A Boundary 
between 
authorities

City B
xA= 0 xL xBxLWTP

WTP

CD

Pr
ic

e

Price

Figure 13. Rival cities, 0
A
x 2x  and 0B

x 2x . (See text and earlier fi gures for defi nitions.)

City A Boundary 
between 
authorities

City B
xA= 0 xL xLWTP

WTP

CD

Pr
ic

e

Price

Figure 14. Rival cities, 0A
x 1x  and 0B

x 1x . (See text and earlier fi gures for defi nitions.)
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there are expected to be no buildings. City A is able to use all its territory in order to pursue 
its goals, but on the other hand (if xL is too close to A) this area might be not enough for this. 
City B may prefer to see most of [xA, xB] as open space, but is able to exert infl uence only on 
segment [xL, xB]. An alternative interpretation may be that both cities coordinate their policies 
in order to take advantage of the entire area, each one maximizing its utility according to its 
preferences. The problem with this interpretation is that city A is not only achieving its goals, 
it is free-riding on B’s willingness to maintain open spaces. Dwellers in the newly developed 
neighborhoods near A’s boundary will enjoy plenty of open space for free, whereas city B is 
loosing (readily) potential income. This opportunity cost to city B can lead to claims from 
city A.

Reversing the scenario, if the big city A is willing to concentrate its development near its 
CBD it can implement a characteristic time that will encourage developers to build as near as 
possible to the center ( 0A

x 2x ), but only in its own administrative area, segment [xA, xL]. City 
B is allowing development far from its CBD, and implements a permissive policy ( 0B

x 1x ) 
in [xL, xB]. The resulting cost function is depicted in fi gure  16.

In this scenario, the fast developing areas will be A’s CBD and near the border in B’s 
area. The result is an unintended leapfrogging pattern from the point of view of city A. The 
small city is taking advantage of the fact that the big city attraction is felt far away from its 
administrative border and is getting revenues from urban development that is located in its area 
due to the proximity to the big city A. City A is constraining its own spatial development in 
order to keep enough open spaces at its edge, but it is forced to witness fast and unintended 
development on the border’s other side. City B is not likely to give up its revenues from 
property taxes and population growth for nothing. One possible solution for the confl ict is 
compensation from city A to city B, in exchange for avoiding some development in B’s area. 
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Figure 15. Rival cities, 0A
x 1x  and 0B

x 2x . (See text and earlier fi gures for defi nitions.)
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Figure 16. Rival cities, 0A
x 2x  and 0B

x 1x . (See text and earlier fi gures for defi nitions.)
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Such compensation should be equal to the opportunity cost lost by B when cancelling a 
welcome urban development.

6 Conclusions
A simple developer’s behavior model, in the context of a single city within a linear space, is 
able to explain leapfrogging and scattered development as a consequence of spatial variation 
in characteristic time, especially in times when interest rates are low or negligible (Czamanski 
and Roth, 2011). 

If two cities are sited at opposite edges of a linear space, the same situation can arise, 
but additional factors play an important role and need to be considered. In this case, each 
city defi nes its own development policies that are refl ected in different characteristic time 
functions in each territory. 

Assuming that both cities are qualitatively different, a developed city with a large 
population and diverse economic, social, and cultural amenities and a small city at the 
opposite edge, additional forces and interactions between them emerge. In this scenario, 
mutual attraction forces will operate along the entire region, interacting with the political 
boundary between them, which does not necessarily refl ect the gravity infl uences shaped by 
the market forces. 

If each city is interested only in what happens on its side of the boundary, a behavior 
we term ‘myopic’, leapfrogging patterns can easily develop. Even full awareness, in the 
sense that each city takes into consideration processes in the entire region, can result in 
intentional leapfrogging created by competition between the cities. However, in this case, 
spatially concentrated development is possible, depending on the policy objectives of the 
authorities. Additional scenarios of collaboration between authorities with different goals are 
also feasible.

The model simulates processes occurring during a phase when both cities are growing, 
and the land and residential markets are not in equilibrium. In the long run an equilibrium 
stage, where profi tability is the same everywhere, will eventually be reached, but our interest 
is focused on the long period (years or decades) in between. In such disequilibrium situations, 
local maxima in profi tability are possible, for example in some of the scenarios depicted 
above. Those local maxima can be intentionally or unintentionally created by city authorities, 
emerging from non-monotonic time incidences on development along their territories. Since 
profi tability is highly infl uenced by time incidence, developer’s location decisions can be 
very different from the results expected by models assuming monotonic profi tability decline 
from the CBD. 
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